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ABSTRACT: The accurate and reproducible detection and description of thermodynamic states in computational data is a
nontrivial problem, particularly when the number of states is unknown a priori and for large, flexible chemical systems and
complexes. To this end, we report a novel clustering protocol that combines high-resolution structural representation, brute-force
repeat clustering, and optimization of clustering statistics to reproducibly identify the number of clusters present in a data set (k) for
simulated ensembles of butyrylcholinesterase in complex with two previously studied organophosphate inhibitors. Each structure
within our simulated ensembles was depicted as a high-dimensionality vector with components defined by specific protein−inhibitor
contacts at the chemical group level and the magnitudes of these components defined by their respective extents of pair-wise atomic
contact, thus allowing for algorithmic differentiation between varying degrees of interaction. These surface-weighted interaction
f ingerprints were tabulated for each of over 1 million structures from more than 100 μs of all-atom molecular dynamics simulation
per complex and used as the input for repetitive k-means clustering. Minimization of cluster population variance and range afforded
accurate and reproducible identification of k, thereby allowing for the characterization of discrete binding modes from molecular
simulation data in the form of contact tables that concisely encapsulate the observed intermolecular contact motifs. While the
protocol presented herein to determine k and achieve non-heuristic clustering is demonstrated on data from massive atomistic
simulation, our approach is generalizable to other data types and clustering algorithms, and is tractable with limited computational
resources.

1. INTRODUCTION
Molecular recognition (MR) processes involve noncovalent
interactions between two or more molecules of complementary
size, shape, and chemistry.1 Such interactions are ubiquitous in
chemical, biochemical, and pharmaceutical processes including,
but certainly not limited to, analytical2 and chromatographic
techniques,3 protein synthesis,4 the self-assembly of proteins5

and nucleic acids,6 and ligand binding.7−9 Still, many questions
remain regarding the interactions that dominate such recog-
nition, as determined by the chemistry of the complementary
species involved, as well as how to best describe the dynamic
complexes that result.10,11 Nevertheless, the structures of MR
complexes, and the physicochemical properties that result from

the more dominant intermolecular forces at play, are of great
interest across myriad disciplines within the scientific
community.12

In biochemical systems, it is often the case that MR
complexes, such as enzyme−substrate or enzyme−inhibitor
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pairs, inherently include sets of distinctly different mean
structures, each referred to herein as a binding mode, with set
members having populations that are in equilibrium with one
another within some broader distribution about the ensemble-
average structure (rather than a single energetically best
structure).10,13 Two commonly employed computational
techniques used to collect sets of mean structures are docking
calculations14−16 and molecular dynamics (MD) simula-
tion.13,17 In this study, we employ rigorous all-atom explicit-
solvent MD simulations and massive sampling to obtain the
most accurate representation of MR complex structural
ensembles possible, where binding modes for each ensemble
are then identified as groupings of individual structures within
ourmassiveMDdata sets via the implementation of a commonly
employed heuristic clustering algorithm.18,19

Clustering is an unsupervised machine learning approach,
which implies that we have no prior knowledge of the number of
data clusters present in the data set or the content of those
distinct groupings.20,21 Many clustering algorithms can be easily
used within modern open-source modules,22 each offering
various advantages and disadvantages and each potentially
resulting in qualitatively and quantitatively different groupings
of a given data set.18 While these algorithms can also vary greatly
in their computational efficiency and theoretical groundings, we
opted to employ the k-means algorithmwithin the Python-based
scikit-learn machine learning library, selected for its superior
speed in clustering the immense lists of values that are used to
describe each structure.22,23

There are drawbacks to k-means clustering, however, the most
notable of which is that k-means algorithms require the total
number of clusters present within the data (k) to be given as an
input parameter.24,25 In practice, this parameter is seldom
known a priori and it is thus highly desirable to have an efficient
and reproducible method of identifying the total number of
clusters that are present in a given data set. Additionally, the
qualitative and quantitative results of independent invocations
of k-means clustering can vary significantly due to the heuristic
nature of this algorithm, depending largely on the initial
placement of cluster centers.24−26 The primary goal of this study
is, therefore, to address these issues such that the identification
of k and the grouping of a data set into k clusters are accurate and
reproducible, both qualitatively and quantitatively.
To this end, we first consider the nature of MR in the absence

of any knowledge or assumptions regarding the physicochemical
properties of the complementary species involved: to best
capture the essence of the MR complex, be it rigid and relatively
static or flexible and highly dynamic, we describe each structure
in our data set using only the observed intermolecular contacts
as the basis of MR interactions (without geometric or spatial
considerations other than proximity). The resulting surface-
weighted interaction fingerprint (SWIF) that depicts a given
structure then contains a complete accounting of intermolecular
contacts between the MR complex pair and thus encapsulates
distinct interaction motifs that will distinguish binding modes
from one another,20 not unlike the well-known bag-of-words or
bag-of-features used in document and image clustering,
respectively.27,28 This informatics-based SWIF approach, in
tandem with the clustering protocol reported below, in which
cluster population range and variance are minimized, overcomes
the heuristic nature of k-means, yielding a single optimal value of
k and clustering results that are statistically reproducible.
As proof of concept, our protocol was applied to the

butyrylcholinesterase (BChE) enzyme in complex with two

alkyl aryl phosphate inhibitors, thereby building on our
colleagues’ previous experimental work9,29 and our earlier
MD/clustering-based analyses.13,30 Those previous reports,
which included a color-coded visual representation of BChE
similar to that shown in Figure 1, focused on the biochemical

description of the protein active site and its interactions with
chemical groups of the inhibitor. In this report, following
significant improvements to procedural and sampling methods,
we emphasize the application of this new information-based
surface-weighted interaction fingerprint approach in tandem
with a non-heuristic protocol for accurate k selection. While our
SWIF approach is generally applicable to molecular recognition
and similar studies of molecular structure, our non-heuristic k-
means protocol is expected to be generalizable to any application
of k-means.
The two inhibitors to which the reported protocol is applied

herein, as shown in Table 1, represent the weakest and strongest

inhibitors that were assayed in recent studies: dibutyl phenyl
phosphate (DAP4) and dibutyl 3,5-dimethylphenyl phosphate
(DIM5), respectively.9,30 In an effort to verify the efficacy of the
reported protocol, this procedure was applied to both inhibitors
in complex with the enzyme and the results are presented below.

Figure 1. Visualization of 529-residue BChE in the grayscale ribbon
mode with active site residues shown as semitransparent van der Waals
surfaces (a) facing into the active site pocket from the gorge entrance
and (b) rotated 90° about the vertical axis. Color-coded regions of the
active site gorge include the peripheral anionic site (PAS, red), the
catalytic triad (CAT, yellow), the oxyanion hole (OAH, orange), the
choline-binding site (CBS, green), the acyl-binding site (ABS, blue),
and the omega loop (OML, charcoal).

Table 1. Sampling and Assay Results9,30 for Di-n-butyl Phenyl
Phosphate and the 3,5-Dimethylphenyl Analog
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2. METHODS

A model of human BChE was prepared by removing all water
molecules, ions, and ligands from the crystal structure (PDB ID:
1P0I), inserting missing atoms and sidechains (none of which
were near to, or part of, the active site gorge of the enzyme), and
performing geometry optimization on these regions using
Accelrys Discovery Studio.31 The resulting structure was then
energy-minimized, including sidechain rotamer relaxation, using
the SwissPDB software.32 The ICMPro computational suite33,34

was used to perform 10 000 molecular docking trials of each
inhibitor within the BChE active site gorge, with the best scoring
docked structure taken as the MD starting conformation for
each inhibitor. Inhibitor molecules were modeled using the
General AMBER Force Field (GAFF),35 which was designed in
tandem with partial charge calculation via the semiempirical
(AM1) method with bond charge correction (BCC) to
approximate the molecular electrostatic potential computed at
the Hartree−Fock 6-31G* theory level.36,37 Partial charges were
calculated using the Quacpac Tool Kit from OpenEye
Scientific38 (see the Supporting Information).
All-atom molecular dynamics simulations of BChE in

complex with each inhibitor were performed using the
GROMACS 5.0.4 software suite.39 The protein and counterions
were modeled using the AMBER03 force field40 ported to the
GROMACS suite41 and solvated with the TIP3P explicit water
model.42 To optimize simulation time, a periodic octahedral box
was used, yielding a total system size of approximately 72 350
atoms. All simulations were performed in the NPT ensemble at
1.0 atm and 300 K using the Berendsen andmodified-Berendsen
barostat and thermostat, respectively,43,44 with a 2.0 fs timestep
using the LINCS algorithm45 to constrain bonds involving
hydrogen atoms. A switching function from 7 to 9 Å and a
standard long-range correction term were applied to van der
Waals interactions, and electrostatic interactions beyond 9 Å
employed a reaction-field treatment with a dielectric coefficient
of 80.
To build on our previous computational studies of BChE

inhibition,13,30 in which limited sampling was reported, and with
the goal of reaching structural equilibrium across large simulated
ensembles, 1000 independent simulations of each BChE−
inhibitor complex were initiated from the best scoring docked
structure of each complex using random seeds to assign unique
initial atomic velocities. With an average simulation time of
nearly 110 ns, yielding over 100 μs of total sampling per
enzyme−inhibitor complex (216.8 μs of total sampling) and
with structures stored every 100 ps, the full data set for each
inhibitor is composed of over 1 000 000 structures, thereby
highlighting the need for a high-efficiency clustering algorithm
that is capable of processing very large data sets.
As detailed below, the evolution of cluster populations over

time was monitored for numerous values of k to identify the
equilibration period for each simulated ensemble. Only data
collected after this equilibration time were used for the ensemble
(thermodynamic) analyses presented below. Indeed, to use all of
the collected data in our clustering and characterization of
binding modes would greatly bias our results toward both the
starting structures obtained via docking and the binding modes
within each data set that are most kinetically convenient to
sample.
The clustering protocol followed, being one of the primary

subjects of this report, is addressed in detail throughout the
following section.

3. RESULTS AND DISCUSSION

3.1. Surface-Weighted Interaction Fingerprints. As
expected,46 all-atom simulations prove the protein−ligand
complex to be highly flexible. We therefore sought, first and
foremost, to describe the recognition interface based not on
spatial or geometric positioning but rather on distinct chemical
contacts between active site amino acids and functional groups
within the inhibitor. To this end, we employed a variation of the
structural interaction fingerprint (SIFt) approach47 to character-
ize the simulated structural data. SIFt contains contact
information in binary bit strings, where each residue of interest
is represented by its own string and each entry of 1 or 0 in that
string indicates the presence or absence of an interaction
between that residue and the ligand, respectively.47,48 SIF’t can
be used as the input for softwares such as Ligplot+49 or PLIP50

to assess the types of interaction that exist between each residue
and the ligand. Moreover, SIF’t collected across large, rich data
sets are natural candidates for clustering, making this an
attractive approach with respect to our goal of identifying and
characterizing discrete binding modes in simulated ensembles.
Our approach first identifies contacts between active site

amino acids and an inhibitor as intermolecular atomic pairs
separated by 5.0 Å or less. Where a contact is identified, our
information strings describe the interaction as (a) existing
between either the sidechain or backbone region of the specified
residue and (b) a specific chemical group within the inhibitor (in
the present study, per Table 1, this would be one of four possible
groups: the central phosphate group, the phenyl moiety, or one
of the two aliphatic chains). In addition, within our information
strings, the binary bits used in SIF’t are replaced with integer
values representing the total number of atoms in the specified
amino acid that are in contact with the specified inhibitor
chemical group, providing a simple metric to represent the
magnitude of surface contact between the specified pair.
With these differences in mind, we label our information

strings as surface-weighted interaction fingerprints (SWIF’s)
and emphasize that the nonbinary weighting of contacts in this
manner allows for simple algorithmic differentiation between
varying degrees of intermolecular contact for each component
(or contact pair). For example, the contact between a given
active site aromatic sidechain and the phenyl moiety of our
inhibitors may occur in one binding mode as significant π−π
stacking while occurring solely as edge-to-edge contact (or
similarly less significant contact) in a different binding mode.
Such differences, though seemingly minor, could constitute
meaningful structural and chemical variations between binding
modes and our contact identification and weighting scheme.
Furthermore, our SWIF information strings allow a single
binding mode to be highly flexible about a mean structure while
maintaining a consistent contact motif, thereby contributing to
the end goal of characterizing the specific interactions that define
each binding mode.
As is common in clustering protocols, the weight of each

SWIF component was independently min−max normalized
over all SWIF’s to give equal significance to all enzyme−
inhibitor interactions during clustering and the final imple-
mented list of components contributing to the SWIF for a given
protein−inhibitor structure will therefore depend on the
complete list of contacts between each observed interaction
pair across all structures in that protein−inhibitor data set. In
addition, we restrict SWIF components to include only
intermolecular contacts, as defined above, that are observed in
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greater than 1% of the simulated structures for each complex.
This requirement reduces the list of components used to
characterize our 1000-simulation data sets from approximately
650(±50) to approximately 150(±20), making the clustering of
over 106 structures (SWIF’s) per data set tractable on a single
desktop workstation.
3.2. Equilibration Assessment. At equilibrium, the net

population exchange rates between all pairs of binding modes
(energetic minima) are zero, with populations in each energy
basin constant. At long simulation times, the data beyond some
initial equilibration period will exhibit ergodicity, where time-
averaged properties of the system are equivalent to their
analogous ensemble-averaged (thermodynamic) properties.
Approximating the equilibration time is therefore critical to
the analysis of binding mode equilibria. However, without a
priori knowledge of the number of clusters (binding modes)
present in each data set, it is not possible to identify structural
clusters or to accurately track cluster populations over time to
establish equilibration. To address this issue, the list of all
SWIF’s representing all structures within each data set was used
as the input to k-means clustering with values of k ranging from 2
(assumed low) to 28 (assumed very high) and the populations of
all clusters for each k value were monitored over time.
Examples of the resulting kinetics plots for the BChE−DAP4

and BChE−DIM5 complexes are displayed in Figure 2 for the
representative k values of 4 and 12. As shown in the figure,
cluster populations for these k values (and others, not shown)
were approximately constant beyond 80.0 ns. Cluster kinetics for
all k values demonstrated similar behavior, and we thus took 80.0
ns as a lower cutoff on approximating structural equilibrium,
with only structures recorded after this 80.0 ns equilibration
period used in the analyses that follow. Although this relatively
conservative equilibration time results in a much smaller subset
of the data contributing to our cumulative analysis, adoption of a
uniform equilibration time facilitates this analysis by removing a
variable from our protocol while also ensuring that we include
only data that has reached, or very closely approximates,
structural equilibrium, regardless of k.
It should be noted that when low values of k are chosen,

neighboring clusters (bindingmodes) will be necessarily merged
and identified as a single cluster, as demonstrated in Figure 3.
When this occurs, such as the k = 4 examples in the insets of
Figure 2, equilibration must then take place between more
distant “superclusters” that are, on average, significantly farther
apart than the (sub)clusters from which they are composed and
this may increase the time required for equilibration. While the k
= 12 kinetics plots show well-established structural equilibria,
those for k = 4 demonstrate only approximately constant cluster
populations beyond the 80.0 ns equilibration point, making this
an approximation to the actual equilibration point for that k
value. Hence, we emphasize that caution must be taken with
assessing a given clustering result for proper equilibration and
that this process will be dependent on both the system studied
and the modeling technique(s) being used.
3.3. Non-heuristic Identification of k.As noted above, the

primary drawback to using k-means algorithms is the need to
provide the number of clusters as input, requiring knowledge of
k prior to using the algorithm for accurate analyses. As illustrated
in Figure 3, the use of k values that are too low in numerous
successive k-means invocations will result in artificial cluster
merging and a coarse view of the data, while the use of k values
that are too high will lead to artificial cluster splitting,

inconsistent clustering, and cluster populations with larger
variance across successive implementations.
While many philosophies and approaches exist for accurately

choosing k, drawbacks to these methods have long been
known.51 Two such approaches are the elbow method and the
merging method. In the former, the inertia of each k value
(similar to a residual sum of squares taken across all data with
respect to their assigned clusters) is plotted versus k with the
expectation that a sharp change will reveal k accurately.52 Our
attempts at employing this method, however, failed to generate
elbows (Figure S1 in the Supporting Information). In the
merging method,41 the value of k is largely overestimated
initially and clusters are then merged or deleted until
convergence to a final k value is reached with further iterations
resulting in no change in cluster assignments. The large size of
our data sets and our implementation of extremely information-
rich (high-dimensionality) surface-weighted interaction finger-
prints, however, made this method computationally intractable
due to both memory and time limitations.
Numerous previous efforts to accurately identify k have

incorporated logic regarding the statistics of data distribution

Figure 2. Kinetics plots for (a) DAP4 and (b) DIM5, with k = 4 (inset)
and k = 12, respectively. Each line represents the population of a cluster
obtained through the implementation of k-means. For all values of k
beyond those pictured, 80.0 ns, marked by the vertical dashed line, was
identified as the approximate time point at which to assume structural
equilibrium.

Journal of Chemical Information and Modeling pubs.acs.org/jcim Article

https://dx.doi.org/10.1021/acs.jcim.9b01137
J. Chem. Inf. Model. 2020, 60, 3081−3092

3084

http://pubs.acs.org/doi/suppl/10.1021/acs.jcim.9b01137/suppl_file/ci9b01137_si_001.pdf
https://pubs.acs.org/doi/10.1021/acs.jcim.9b01137?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jcim.9b01137?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jcim.9b01137?fig=fig2&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jcim.9b01137?fig=fig2&ref=pdf
pubs.acs.org/jcim?ref=pdf
https://dx.doi.org/10.1021/acs.jcim.9b01137?ref=pdf


within the clustering results including, but certainly not limited
to, closeness, betweenness, withinness (or compactness), cluster
distortion, and the gap statistic.21,51,53−55 While this philosophy
is sound, these statistics can be conceptually abstract,
algorithmically complex, or both, making them unintuitive to

the chemical or biological researcher. Our approach to identify
proper k values herein is founded instead on a single, simple
assumption: based on the discussion above and presented in
Figure 3, we define the correct k value as the largest k value that
minimizes both the statistical variance and range observed in
cluster populations across successive invocations of k-means,
thereby providing the most consistent and resolved view of the
data possible using intuitive and expedient cluster metrics. The
method employed here thus unites atomic-level chemical
information in the form of high-dimensionality SWIF’s; brute-
force repetitive k-means clustering, shown to improve the
richness of possible clustering solutions;26,56 and simple
statistical logic aimed at optimizing cluster reproducibility by
minimizing cluster variance and range. This approach depends
solely on the resolution of the clustering input but not the nature
of the system being studied and is therefore expected to be valid
across myriad applications.
To succinctly capture the range and standard deviation of

cluster populations identified by the k-means algorithm,
population distribution matrices (PDM’s) were generated
following 10 independent implementations of k-means for
each k value ranging from 2 (assumed low) to 28 (assumed very
high). As shown in the PDM’s presented in Figure 4, clusters
were sorted by population in descending order for each k value.
In accordance with the above philosophy, the largest k value with
minimal variance in cluster population and minimal population
range was selected for each inhibitor, with k = 8 for DAP4 and k
= 7 for DIM5 (green boxes in Figure 4). As shown by their
respective PDM’s in Figure 4, all larger k values demonstrated
higher population ranges and standard deviations. Following the
identification of these k values, a subsequent set of 10 additional
k-means trials was collected for each BChE−inhibitor complex
and the k value selections noted above were validated via
population distribution matrices analogous to those shown in
Figure 4 (see Figure S2 in the Supporting Information), thereby
demonstrating that high-resolution clustering input can be
reproducibly clustered within a limited set of repeat invocations
using our minimization approach.
While population distribution matrices and the minimization

of cluster population range and variance provide a means to
reproducibly identify k with high confidence that the resulting
clusters are well defined, it is important to emphasize that
clustering solutions obtained via repeat clustering invocations
using the same k value may differ to some degree based not only
on the initialization of the clustering algorithm,26 but also on the
structure of the data set being analyzed. For example, where
clusters occupy similar regions of the phase space defined by the
input, small differences in final cluster center positions could
lead to different assignments of a given datum among
neighboring clusters. While it is beyond the scope of the current
study, we expect such differences to be negligible for large data
sets with high-resolution input vectors. Moreover, depending on
the nature of one’s data set and the desired resolution of the
resulting model of that data, post-clustering analysis may suggest
that specific clusters are close enough in the high-dimensionality
space occupied by the data to warrant cluster merging in order to
provide a more coarse or minimalistic view of that data.

3.4. Clustering Efficacy. There are many metrics for
evaluating clustering results, particularly in the context of
molecular dynamics simulation data, many of which examine the
extent of similarity or dissimilarity between elements in a
cluster.18 One such approach that directly compares the
clustered surface-weighted interaction fingerprints to one

Figure 3. Visual representation of a hypothetical two-dimensional data
set with four clusters clearly apparent. Cluster assignments for each
datum are indicated by the color assigned to that point. In (a), the use of
the correct value of k = 4 leads to consistent assignment of each point to
the same cluster. In (b), a smaller value of k = 3 may lead to consistent
assignment for repeated invocations of k-means but also results in the
merging of neighboring clusters and thereby misses the finer structure
within the data. In (c) and (d,) the use of too large a choice of k = 5 leads
to inconsistent clustering and highly variant cluster populations over
repeated k-means invocations.
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another is the use of similarity matrices in a manner akin to that
described by Cheatham and co-workers.18 In deriving a
similarity matrix, we calculate the root-mean-squared difference
(RMSD) between all pairs of SWIF’s within each data set,
yielding a numeric measure of the difference between the
recognition contacts found in that pair of MR complex
structures, where structures with highly similar intermolecular
contacts will have low RMSD and those of differing contact
motifs will have large RMSD. SWIF’s are then grouped by
cluster number, from most populated (cluster 0) to least
populated (cluster k − 1), and ordered symmetrically in rows i
and columns j to produce the color-coded similarity matrix, as
shown in Figure 5 (top panels). Consequently, blocks of color
along the diagonal represent intracluster similarities, while off-
diagonal blocks represent intercluster similarities.
As demonstrated in the upper panels in Figure 5(a and b) dark

blocks occur along the diagonal for both data sets, representing
high degrees of similarity between structures within a given
cluster, while paler blocks in off-diagonal regions represent
greater dissimilarity between structures in different clusters. It is

expected that some similarity will be present when comparing
structures from any two clusters, as distinct binding modes can
share SWIF magnitudes in a nontrivial number of dimensions.
This can be physically interpreted as these binding modes

Figure 4. Population distribution matrices displaying the standard
deviation (red) and range (blue) in cluster populations for (a) DAP4
and (b) DIM5 after 10 independent k-means invocations of each data
set using k values from 2 to 28. Green boxes indicate the largest k value
that minimizes population variance and range, as discussed in the text.
The streaks of color that appear across these PDM’s, which lower in
population rank with increasing k value, are due to nonresolved cluster
structures for some k values: as additional centroids are added to the
algorithm with higher k, data in that region will be more likely to be
consistently assigned to a unique cluster and the portion of unresolved
structures will decrease.

Figure 5. Similarity matrices and centroid-similarity matrices are shown
for (a) DAP4 and (b) DIM5. In the similarity matrices in the top panels
for each inhibitor, blocks along the diagonal represent intracluster
similarities, while off-diagonal blocks represent intercluster similarities.
In the centroid-similarity matrices shown in the lower panels for each
inhibitor, each structure within a cluster was compared to the centroid,
or cluster center, of the cluster to which it is assigned. The same color
scheme is employed in all panels, with darker shades indicating greater
similarity.
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sharing partial intermolecular contact motifs. For example, the
structurally similar DIM5 and DAP4 exhibit sharing of partial
contact motifs across the most populated binding modes
observed.
As a secondary assessment of clustering validity, the extent to

which each cluster centroid represents other cluster members
was examined. This provides a sense of the structural deviation
within each cluster and is thus a useful measure of how well
single-structure visualizations represent each binding mode
ensemble. The lower panels in Figure 5(a and b) show RMSD
values between centroid SWIF’s and the SWIF’s for all other
cluster members (sorted in decreasing similarity) and illustrate
that the obtained centroids are generally very good representa-
tions of their cluster members.
It is worth noting, however, that the metrics discussed above

are internal criteria21,57 and many clustering studies employ one
or more external criteria, or ground truths, as additional metrics
to validate their results.21,58 With respect to studies employing
molecular dynamics simulations, a commonly used metric is the
all-atom root-mean-squared deviation of the clustered struc-
tures, where RMS differences are calculated between atomic
coordinates rather than surface-weighted interaction fingerprint
components. Such a comparison here would be impractical for
several reasons.Most notably, the values of this purely geometric
external criterion would be dominated by the structure of the
protein, regardless of inhibitor contact with active site residues,
and the comparison would overtly exclude information
regarding intermolecular interactions that are central to the
recognition complex. Indeed, the SWIF approach employed
herein focuses on connectivity, rather than geometry, to best
characterize the flexible nature of the complex.
3.5. Massive Sampling Binding Modes. To explore these

clustering results in the context of their biophysical utility, we
employ contact tables, a novel visual format presented in our
previous work,30 to summarize interactions between ligand
functional groups and residues in the protein active site. The
rows and columns in a contact table represent the identified
clusters (binding modes) sorted in descending order by
population and amino acids in the protein active site,
respectively, with cells in the table listing the strongest type of
intermolecular interaction observed for contact between that
amino acid and the relevant chemical group in the inhibitor.
While softwares such as Ligplot+49 and PLIP50 may be
employed to identify intermolecular interactions, entries in the
contact tables provided below are based solely on a standard
physicochemical rule set that deduces the chemical interaction
type, and thus its relative strength, based on the chemistry of the
inhibitor group and that of the amino acid sidechain with which
it interacts, with the strongest interaction taking priority in each
cell of each table. Backbone interactions were treated as low

priority unless known interactions were present (such as
hydrogen bonds involving GLY116 and GLY117).
Table 2 characterizes interactions in the BChE−DIM5

complex, with amino acids grouped according to the subsites
color-coded in Figure 1 and additional amino acids of interest
shown in gray. For clarity, only interactions that were observed
in at least 50 percent of structures in each cluster are shown and
population percentages are presented in the final column of the
table.
While a definitive biochemical analysis of Table 2 will be more

appropriately reported elsewhere alongside analyses of numer-
ous additional BChE−inhibitor complexes, immediately evident
in this contact table are numerous interactions that are common
to most or all identified binding modes, such as the ubiquitous
hydrogen bonding of the DIM5 phosphate group to GLY116
and GLY117; the nonpolar contact between the first alkyl chain
and numerous residues in the acyl-binding site (ABS); and π-
stacking between the DIM5 phenyl group and TYR332.
Consistent interactions such as these represent the similarity
observed between clusters due to the previously described
sharing of partial contact motifs (off-diagonal blocks in the top
panels of Figure 5(a and b).
Additional contacts appear to be present primarily in the most

populated of binding modes, such as the strong electrostatic and
hydrogen bonding interactions between the DIM5 phosphate
group and residues SER198 and HIS438 in the catalytic triad;
phenyl contact with GLN119 in the peripheral anionic site; and
van der Waals contact between (i) the DIM5 phosphate and
GLU197 and (ii) the second DIM5 alkyl chain and TRP430,
both involving residues in the additional protein residue (APR)
group. These consistent contacts among the most populated
DIM5 binding modes clearly explain the similarity observed
between highly populated clusters in the upper right quadrant of
the PDM (upper panel) of Figure 5b.
Below these modes in Table 2, there is significantly more

variation in contacts among less populated binding modes, as
represented by the low similarity among these clusters in the
lower left quadrant of the PDM (upper panel) in Figure 5b. In
addition, the distinct recognition contact motif of binding mode
(cluster) 4 in Table 2 was well predicted by cluster-to-cluster
comparisons involving this binding mode in the PDM for DIM5
(Figure 5b, upper panel), presenting a self-consistent quality
control check on the ability of our protocol to properly
distinguish between and separate distinct binding modes.
While contact tables represent a step forward in the succinct

description of MR binding modes, a dichotomy results from
including some information and excluding other information,
even when statistically motivated. In generating Table 2, for
example, it was often the case that multiple functional groups
competed for entry in the table by being simultaneously in
contact with specific amino acids. To simplify this process, we

Table 2. Contacts Observed in the Most Populated Binding Modes from 1000 Simulations of the BChE−DIM5 Complex
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did not account for the varying magnitudes of competing
contacts, instead opting to include the functional group whose
chemistry would produce the strongest type of interaction with
the chemistry of the specific amino acid. Due to this
simplification, some resolution is lost when constructing contact
tables following this format and certain binding modes may
therefore appear more similar than currently allowed for in this
representation. We are presently refining our approach to
characterizing each tabulated binding mode using a radial
distribution approach to quantifying interactions surrounding
each functional group within the inhibitor, with the goal of
balancing the proximity of nearby amino acids with the strength
of their interactions to produce more thorough and well-
resolved binding mode characterizations.
Cluster medoid structures (the real data points closest to the

absolute average of each cluster) for observed BChE−DIM5
binding modes are visualized in Figure 6 from an external

perspective along the approximate direction of the active site
gorge cavitation. Most notable is the variation in positioning of
the omega loop region of BChE (OML, black), which is known
to be highly dynamic30 and therefore capable of stabilizing
different binding modes to varying degrees, as suggested in
Table 2.

3.6. Limited Sampling and Thoroughness. To ensure
the thoroughness of bindingmode sampling as a function of data
set size, smaller subsets of the 1000-simulation cumulative data
sets were randomly selected. Three sets of surface-weighted
interaction fingerprints representing 1, 10, and 100 simulations
were chosen and each SWIF was then assigned to the cluster it
was previously associated with in our analysis of the cumulative
data set. The characterization described above was then applied
to these three subsets of our data. Table 3 demonstrates the
degree to which these smaller subsets of our BChE−DIM5 data
sampled the binding modes and contacts present in the

Figure 6. Magnified cluster medoid structures of the BChE−DIM5 complex following the same graphical conventions described in Figure 1, with
active site residues colored according to the key. Inhibitor functional groups follow standard chemical color-coding conventions with the phosphate
group shown in orange and red and the alkyl and phenyl groups in cyan.
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cumulative data set (shown in Table 2) and is formatted to
highlight the observed differences in sampling of those contacts
and binding modes, including rows ordered according to the
binding mode populations observed in the cumulative data set
and blank rows representing nonsampled clusters.
As expected, smaller sampling sizes detect fewer total binding

modes and do not capture the relative populations shown in
Table 2 for binding modes that are detected. Moreover, contact
motifs for the binding modes that are sampled deviate
qualitatively from their massive sampling analogs. While several
aspects of the smaller sampling sizes are noteworthy, character-
ization of these subsets for small numbers of simulations (1 and
10) would depend heavily on the specific randomly selected
simulations and we therefore comment only briefly on their
thoroughness.
Though the single BChE−DIM5 simulation samples only two

of seven observed binding modes, for which relative populations
are qualitatively incorrect, it is notable that this random
trajectory does sample from the two most populated, and thus
thermodynamically important, binding modes while also largely
(but incompletely) predicting the contact motifs for these
clusters, as presented in Table 2. The single randomly selected
BChE−DAP4 simulation fared poorly in comparison, sampling
a single binding mode (cluster 2, the third most populated) and
showing significant deviation from the cumulative data set in the
predicted contact motif for that binding mode. Again, we
emphasize that these observations are based on random
selection of one simulation from each data set, and the degree
of sampling thoroughness will vary greatly between single
simulations.
In comparison, the 10-simulation BChE−DIM5 subset

samples four of the seven observed binding modes, with relative
populations that are a fair approximation of those observed in
the cumulative data set and contact motifs for each binding
mode that are similar to those observed for, though also showing
qualitative deviation from, the cumulative data set. Under-

scoring the expected variance in sampling thoroughness
highlighted above, the randomly selected 10-simulation
BChE−DAP4 subset sampled all but one of the modes observed
in the cumulative data set while showing poor agreement in
relative cluster populations and deviation in contact motifs
similar to that observed for BChE−DIM5.
In contrast, the 100-simulation BChE−DIM5 subset shown in

Table 3 is much more thorough, sampling from every binding
mode observed in the cumulative data set, producing cluster
populations that are quantitatively similar to the massive
sampling result and contact motifs that closely resemble the
1000-simulation data set, with only a few notable differences.
The DAP4 analog, which binds approximately 100 times weaker
than DIM5, yields results that qualitatively agree with these
observations but also deviate more from the cumulative data set,
with poorly predicted relative cluster populations and deviation
among contact motifs that is somewhat more pronounced.

4. CONCLUSIONS

This study explores a new approach to employ k-means
clustering and similarly heuristic algorithms in a logical,
information-based, and fully reproducible manner that does
not require a priori knowledge of the number of clusters present
(k) in one’s data set. Our approach employs iterative invocations
of k-means, followed by minimization of cluster population
variance and range, to ascertain k values that generate consistent
and well-resolved clusters; assess clustering efficacy through
intra- and intercluster similarity matrices; and have been
demonstrated to be tractable for massive data sets in tandem
with very high-dimensionality k-means input (our surface-
weighted interaction fingerprints) on a single-user workstation.
We expect this protocol to be fully applicable to other high-
dimensionality problems of many kinds and easily modified to
best fit the problem at hand.

Table 3. Binding Modes and Contacts Observed in 1, 10, and 100 Randomly Selected Simulations of BChE−DIM5
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Applied herein to molecular dynamics data and, in particular,
to massive all-atom molecular dynamics simulations of
butyrylcholinesterase in complex with two previously charac-
terized organophosphate inhibitors, the use of high-dimension-
ality surface-weighted interaction fingerprints composed of
internal coordinates that describe intermolecular interactions,
independent of location in Cartesian space, bypasses numerous
complications associated with the characterization of molecular
recognition complexes. This process, in tandem with our use of
surface-weighted interaction fingerprints, illustrates an alto-
gether novel approach to identifying and characterizing
molecular recognition complexes that is broadly generalizable.
Contact tables provide a novel approach to summarizing the
interaction motifs associated with observed binding modes for a
given complex and can also be easily modified to fit the specifics
of similar studies in myriad chemical contexts.
To assess the impact of sample size on sampling thorough-

ness, random subsets of 1, 10, and 100 simulations were selected
from within our cumulative 1000-simulation data set and the
structures from each subset were fit to the clusters observed in
the cumulative data set. As expected, very limited data sets
consisting of only 1 and 10 simulations fail to sample from all
observed clusters, most frequently only approximating the
intermolecular contact motifs for the clusters that were sampled,
and yield relative weights for those binding modes that are
highly inconsistent with the massive sampling result. In contrast,
the 100-simulation subset sampled from all binding modes
observed in the cumulative data set, yielding strong approx-
imations of the relative populations of those clusters, and
provided largely accurate descriptions of the contact motifs
associated with each binding mode. For large, flexible complexes
that sample numerous binding modes, this observation suggests
a lower limit on the sampling needed to obtain themost resolved
insight into the interactions between complementary molecular
recognition pairs.
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